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ABSTRACT: When designing open-ended educational games and other creative instructional 
environments it is important for designers to understand what learners can do within the 
space their games afford and whether behaviors across that space are supporting their 
instructional goals. In this demo we will present several prototype visualization concepts 
based on the TRESTLE concept formation algorithm to organize data from student solutions 
into a tree structure amenable to several kinds of visualization. 
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1 INTRODUCTION 

Exploratory data analysis is an important step within the educational data mining process, 

particularly so in the context of educational games, which generate large amounts player data. Being 

able to visually inspect trends in data can provide context and perspective on complex statistical 

analyses and can help guide educational technology design. Unfortunately, hand conducting such 

analyses on larger data sets is often too unwieldy and time consuming to be practical. To overcome 

this barrier, we developed the TRESTLE algorithm and an accompanying set of visualizations to help 

designers and researchers hierarchically organize and explore structured data, such as the kind 

generated by educational games and other open-ended, creative instructional environments.  

Understanding the breadth of approaches that learners can take in these environments and, more 

importantly, how the game reacts to those approaches, is essential for ensuring effective 

instruction. In this paper we briefly describe the TRESTLE approach and describe two examples of how 

it can support the organization, exploration, and interpretation of structured educational game data. 

2 TRESTLE 

TRESTLE is a concept formation algorithm that incrementally learns conceptual hierarchies given 

structured examples as training data (MacLellan, Harpstead, Aleven, & Koedinger, 2016). Unlike 

most learning systems that only support a vector of feature values, TRESTLE supports hierarchical 

attribute-value lists (represented as Python dictionaries) that contain both nominal (e.g., discrete 

object types) and numeric (e.g., x and y position) attributes as well as attributes that refer to nested 

attribute-value lists, which we refer to as structural attributes (e.g., "block1" might have a nested set 
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of attribute-values that describes its location and type). It also supports relational attributes that can 

describe relationships between other attributes, such as specifying that "block1" is on top of 

"block2", e.g., on(block1, block2)1. The variety of attribute types that TRESTLE can handle makes it 

broadly applicable to wide range of potential data sets. 

 

Figure 1. An example game state from RumbleBlocks and how it would be described to TRESTLE. 

Given structured examples described in this representation, TRESTLE can engage in both supervised 

and unsupervised learning or a combination of the two. Specifically, the system can learn a shared 

hierarchical organization of both labeled and unlabeled data that enables learning from one kind of 

data to benefit the other kind. Learning within TRESTLE is incremental, meaning that it is presented 

with a sequence of examples. Upon receiving each example, TRESTLE sorts each new example into its 

hierarchy, updating it to reflect the new training data. To guide this learning process TRESTLE uses an 

objective function called category utility, which is derived from psychological studies of human 

concept formation (Fisher, 1987). This objective function is similar to the information-gain metric 

used in decision tree learning but supports the ability to predict arbitrary attributes of examples.  

The hierarchical knowledge structure learned by TRESTLE supports two key capabilities: prediction 

and clustering. Prediction within TRESTLE operates similarly to learning. The system accepts as input 

examples with some of their attribute values missing. The system sorts these partial examples into 

its current organization using the available features and the resulting cluster it is sorted into is used 

to predict the values of any missing attributes. In this regard, TRESTLE is similar to other instance-

based learning approaches, such as k-nearest neighbor, but it automatically determines—based on 

the data—how many examples (the k) to use for prediction. Previous work suggests that TRESTLE's 

prediction performance is similar to humans on the task of labeling the stability of block structures 

generated by students in an educational game (MacLellan et al., 2016). 

 

1 Additional specifics on the semantics of this instance representation are available from TRESTLE’s online documentation: 
https://concept-formation.readthedocs.io/en/latest/instance_representation.html 
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In addition to prediction, TRESTLE can cluster examples both hierarchically and into flat clusters (e.g., 

into k groups). To generate clusterings, users present TRESTLE with a sequence of complete or partial 

examples (labeled or unlabeled), which it organizes into a conceptual hierarchy using its learning 

mechanisms. The resulting hierarchy can be directly returned as a clustering of the data. 

Additionally, TRESTLE has multiple post-processing routines that can translate these hierarchies into 

flat clusterings of the examples. For example, it can start at the root of the hierarchy (which contains 

all examples) and progressively break this top-level clustering into progressively smaller and smaller 

groups, stopping when it has optimized one of a range of metrics, such as Category Utility, AIC, or 

BIC. Our analysis of TRESTLE's ability to cluster block structures suggests that it produces groupings of 

examples that have reasonably high agreement with human-generated clusterings of the same 

blocks structures (MacLellan et al., 2018), which suggests that TRESTLE might be used to organize 

large volumes of examples in a way that aligns with how humans would organize the same data. 

3 VISUALIZATION USE CASES 

We have designed several visualizations to facilitate interpretation of TRESTLE's outputs, though few 

have been empirically validated with target users. These visualizations have been built to be 

interactive using D3.js (Bostock, Ogievetsky, & Heer, 2011) in order to enable an analyst to explore 

the information and make their own reflective judgements about their design.  

Each of the visualizations presented here was developed as part of the analysis of RumbleBlocks 

(Christel et al., 2012) an educational game designed to teach based concepts of structural stability 

and balance to young children. In this game players build block towers that must survive an 

earthquake to succeed. Given that the game relied on a real time physics engine to generate its 

feedback it was not always clear if the game was providing clear guidance to players that would help 

them learn its targeted concepts.  

3.1 TRESTLE Tree Visualization 

The core visualization of TRESTLE is a visual representation of its hierarchical concept tree. Figure 1 

shows this visualization of examples of player solutions to one level in RumbleBlocks. In this 

visualization each circle represents a collection of student solutions to a game level. The leaf 

concepts (filled in circles) represent specific instances within the dataset while the transparent 

enclosing circles represent higher-order clusters containing subgroups. The size of each cluster 

represents how many instances are grouped within it. To the right of the tree is a control panel 

showing various options as well as an Attribute-Value Table that shows the distributions of each 

attribute-value within the tree. When a concept or instance is clicked on, the view zooms to focus on 

that concept and the Attribute-Value Table updates shows the distribution of properties within the 

selected concept/instance.  

Nodes in the visualization can be colored according to their different attributes to highlight trends 

within the concept tree. In main example in Figure 1, the nodes are colored based on whether a 

solution succeeded or failed the level in question according to the game’s log data. Solutions are 

colored yellow if they are more likely to pass the level, and purple if they are more likely to fail. In 

this case there is a clear successful cluster (bottom of left branch), and a mostly clear negative 

cluster (right branch). The outcomes of the other two main branches of the tree (left and right of the 
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larger left branch) are less clear and would potentially warrant further investigation. An analyst can 

re-color the same visualization according to different properties of solutions to see if there are any 

correlations in trends that might warrant investigation as design issues. The smaller examples in 

Figure 1 are each colored according to a different physical property of the solution tower (e.g., 

symmetry, base width, center of mass height).In principle these properties should roughly 

correspond with succeeding at the level but there is not a clear correspondence to the coloring 

based on success, suggesting there might an issue with how feedback is assigned in the game. 

 

Figure 2. A visualized TRESTLE tree of a sample of 100 solutions to a level in RumbleBlocks. In the 

top visualization clusters are colored by their likelihood of succeeding on the level (yellow for 

passing, purple for failing). In the lower three visualizations the same tree is re-colored according 

to different physical properties of game solutions. 

3.2 TRESTLE Alignment Visualization 

While the hierarchical tree is currently the default output for visualization in TRESTLE, we have also 

developed more advanced forms of visualization that make use of the TRESTLE data structure in a 

flattened form. The alignment visualization shown in Figure 3 is based on analyses we have done of 

the solution space of RumbleBlocks (Harpstead, MacLellan, Aleven, & Myers, 2014). This 

visualization breaks up the TRESTLE tree into representative clusters that can be plotted according to 

their properties to look for correlations in data that might be indicative of problems. In the case 

shown in Figure 3 a principle relevant metric (in this case the symmetry of the tower) should be 

predictive of successful performance in the game. within the visualization this is denoted by the red 

and green shaded regions where it would be desirable for solution clusters to fall in the green areas 

while it would be a problem if they mainly fell into red regions. 
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Figure 3. An example of employing TRESTLE to visualize the alignment of clusters of player solutions 

to a game. Solutions are plotted along an axis for principle relevant metrics (x-axis) and likelihood 

of success (y-axis). Ideally there would be a relationship between principle relevant metrics and 

success, denoted by the shaded areas. 2  

To support digging further into apparent trends the visualization supports the option of including 

screenshots that can be linked to instances within the clustering. These screenshots can be 

composited together (lower right of Figure 3) to allow an analyst to more quickly examine why a 

particular trend might be happening within their instructional environment and what actions they 

may explore to fix the problem. 

4 CONCLUSION 

Our goal in designing visualizations for TRESTLE is to help analysts to organize their data in way that 

can support intuitive exploration. We have found this to be particularly useful within datasets from 

complex instructional environments such as educational games. We hope that others can see utility 

in this approach and can find a way to apply it to their own contexts. 
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