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* Previous studies suggest that Deep * We revised the loss function of DKT by * We downloaded data from
Knowledge Tracing (DKT) has using a to represent the updated ground DataShop, took a complete
fundamental limitations that prevent truth values that populate missing cells student sequence and generated
it from supporting mastery learning using the value from the next correctness predictions for each
on multi-step problem:s. observation of each skill. skill using the DKT model.

* We believe DKT’s loss function does * |n Figure 2, the colored cells denote * In the top heatmap in Figure 3,
not evaluate predictions for skills and observed student performance (0/red the DKT predictions fluctuate over
steps that do not have an observed equals incorrect and 1/green equals time. There is also a pattern of
ground truth value. correct). Cells with white backgrounds inconsistent predictions on several

* We revised the loss function and are extrapolated from the next knowledge components.
evaluated the revised DKT model on observation of each skill. * In the bottom heatmap, the
human students’ data. problem of wavy DKT predictions

1 1‘1

» Our analysis shows that the modified *"* [~]° HEE

. . Skill 2 O] 00|11
loss function produced improvements _—

in the consistency of DKT model's B Tl I
predictions. Figure 2: Graphical depiction of 4.

(alternating correct and incorrect
predictions for different skills) is
largely addressed.

Conclusion
Challenges with DKT . . .
. Even thgu - OKT has man * The original DKT loss function and the ‘ We revised D|.<T.S l0ss f“f‘Ct'O” to
5 Y revised loss function are presented improve prediction consistency
* We proposed a novel way of
E;sc:ille;jfj gzg)r;i] anliTe),thCrteoik ngmal modifying the DKT loss function.
n Ti- * The DKT model trained with the
Analysis (PFA), the model still has o 2 2 (y; - 6(qisq) atyq) revised loss function showed
several limitations. 1( ) i—1 t= much smoother, more consistent
* DKT models are difficult to interpret. , . . redictions that started lower
DKT makes inconsistent predictions Function 1 : The original DKT loss function. P
) - and improved steadily over the
* DKT only consider the correctness course of training.
of skills that are observed on each Lnext I
time step , n Lk o Future Works
| = (Yt Gr41k) Make another revision of the DKT
Correctness 7.1_ K— T z 2 2 ’ |
X X XV VIV XV S Yt (Tix — ) k=1 t=1 loss function by weighting each
. R R .n R Function 2 : The revised DKT loss function. evaluation with a decay factor y.
Figure 1: An example showing DKT model e Move online and evaluate how well

predictions on a single knowledge
component given one student
correctness sequence.

the revised DKT model operates in
an online mastery learning context.
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Figure 3: Model performance comparison between DKT models trained with the original and revised loss functions.
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